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🤗 Data: https://hf.co/datasets/zwhe99/DeepMath-103K 
🤗 Model: https://hf.co/collections/zwhe99/deepmath-6816e139b7f467f21a459a9a 
💻 Code: https://github.com/zwhe99/DeepMath

https://huggingface.co/datasets/zwhe99/DeepMath-103K
https://huggingface.co/collections/zwhe99/deepmath-6816e139b7f467f21a459a9a
https://github.com/zwhe99/DeepMath


OpenAI-o1 (2024.09)

Background: scaling test-time compute
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[1] Learning to reason with LLMs (https://openai.com/index/learning-to-reason-with-llms)

• The performance of o1 consistently improves with 
more time spent thinking (test-time compute). 

• Human-like thinking patterns 

• exploring multiple strategies 

• breaking down complex steps 

• double-checking 

• self-reflection 

• …



DeepSeek-R1 (2025.01)

Background: scaling test-time compute
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[2] DeepSeek-R1: Incentivizing Reasoning Capability in LLMs via Reinforcement Learning



RLVR

Background: Reinforcement Learning with Verifiable Rewards
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[3] Tulu 3: Pushing Frontiers in Open Language Model Post-Training



Efforts of the open-source community

• Recipe 

• SimpleRL 

• Open-Reasoner-Zero 

• … 

• Algorithm 

• DAPO 

• Dr GRPO 

• …
5

• Data 

• ORZ-129K 

• Open-R1 

• STILL-3-RL-90K 

• DeepScaleR-Preview 

• DAPO-17K



Insufficient difficulty

Existing open datasets for RLVR
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Being contaminated with benchmarks

Existing open datasets for RLVR
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Many open datasets exhibit some degree of contamination with MATH500 (string-based method)



Overlapping with each other

Existing open datasets for RLVR
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Our goals

DeepMath-103K

• Challenging 

• Decontaminated 

• Verifiable 

• Novel
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Top trending dataset @ HuggingFace

DeepMath-103K
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State-of-the-art performance

DeepMath Series Modes
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A data sample from DeepMath-103K

Overview of DeepMath-103K
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Question: Calculate the line integral , 

over the ellipse , where the vector fields 

are given by: . Determine 

the value of the integral, considering that the vector 
field is undefined at the point  inside the ellipse.

∮
C

P dx + Q dy
x2

25 + y2

36 = 1
P = −y

(x − 1)2 + y2 , Q = x − 1
(x − 1)2 + y2

(0,1)

Final Answer: 2π

Topic: Mathematics -> Calculus -> Integral Calculus -> 
Techniques of Integration -> Multi-variable

Difficulty: 8

R1 Solution 1: Okay, so I need to calculate the line 
integral … Hmm, the problem also mentions that 
… Thus, the value of the line integral is: 2π

R1 Solution 2: Okay, so I need to calculate the line 
integral …. Hmm, first things first, let me recall 
what line integrals are about … Thus, the value of 
the line integral is: 2π

R1 Solution3: Okay, so I need to calculate the line 
integral … So, first, maybe I should visualize the 
ellipse … Thus, the value of the line integral is: 2π



DeepMath-103K is challenging compared to existing datasets

Overview of DeepMath-103K
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Overview of DeepMath-103K
Rigorous Data Decontamination
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Overview of DeepMath-103K
Broad Topical Diversity
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• Fundamental topics 

• Prealgebra 

• Plane Geometry 

• … 

• Sophisticated topics 

• Abstract Algebra 

• Advanced Calculus 

• …
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Overview of DeepMath-103K
Data Novelty and Uniqueness

ORZ-129K Open-R1

STILL-3-RL-90K DSR-Preview DAPO-17K

DeepMath-103K



17

Overview of DeepMath-103K
Data Novelty and Uniqueness
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Construction of DeepMath-103K
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Source  
Analysis & Collection

Data 
Decontamination

Difficulty Filtering Answer Verification

138,000 US dollars & 127,000 H20 GPU hours



Source Analysis & Collection

Construction of DeepMath-103K
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Difficulty distributions of various open mathematical datasets 
considered as potential sources.

• We considered 6 SFT datasets as potential 
sources. 

• Dart-Math-Hard, MetaMathQA and OMI-2 
augment problems and solutions from 
GSM8K and MATH. 

• NuminaMath-CoT, MMIQC, and 
WebInstructSub source content more 
broadly from the web. 

• High-difficulty problems are almost all from 
Math Stack Exchange. 

• Final sources 

• NuminaMath-CoT (olymp) 

• MMIQC (Math Stack Exchange) 

• WebInstructSub (Math Stack Exchange)



Data Decontamination

Construction of DeepMath-103K
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• For each candidate question in our raw dataset: 

1. Semantic Search: find the top-5 most similar examples from all aggregated test sets using embedding similarity 
search. 

2. LLM Judge: ask an LLM-Judge if any of these 5 pairs should be considered as identical questions or paraphrases.

Examples of detected contamination. Colors highlight similarities.
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Difficulty Filtering

Construction of DeepMath-103K
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1. We assigned a difficulty level to each 
decontaminated problem by prompting 
GPT-4o based on the annotation guidelines 
provided by the AoPS [4]. 

2. To ensure a robust estimate, we queried 
GPT-4o six times for each problem and 
averaged the resulting ratings to determine 
its final difficulty level. 

3. Level 5-9 are retained.

[4] https://artofproblemsolving.com/wiki/index.php/AoPS%20Wiki:Competition%20ratings



 Answer Verification

Construction of DeepMath-103K
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• Two main challenges: 

1. Open-ended questions inherently lack a 
easily verifiable final answer. 

2. Some answers are excessively complex 
(e.g., lengthy expressions or intricate 
notation), making them challenging or even 
infeasible for automated rule-based 
verification.

[4] https://artofproblemsolving.com/wiki/index.php/AoPS%20Wiki:Competition%20ratings

An open-ended question

Lengthy expressions and intricate notation



 Answer Verification

Construction of DeepMath-103K
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• Two-stage verification process: 

1. Question Filtering and Formatting using GPT-4o:  

• Problem types inherently unsuitable for verification were discarded. 

• Questions phrased conversationally were rewritten into a standardized format seeking a single, specific 
numerical or symbolic answer. 

2. Answer Verification via Consistency Check: 

• We generated three distinct solution paths using DeepSeek-R1 for each question. 

• A rule-based verifier then extracted the final answer from each of these generated solutions, as well as 
from the original source solution (when available). 

• Only problems where all extracted final answers were identical were retained in the final dataset.

[4] https://artofproblemsolving.com/wiki/index.php/AoPS%20Wiki:Competition%20ratings



Math reasoning performance

DeepMath Series Models
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Generalizable Reasoning beyond Mathematics

DeepMath Series Models
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Analysis of Zero RL

DeepMath Series Models
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[5] SimpleRL-Zoo: Investigating and Taming Zero Reinforcement Learning for Open Base Models in the Wild 



Summary

• We introduce DeepMath-103K, a large-scale mathematical dataset specifically designed to 
advance the reasoning capabilities of LLMs through RLVR. 

• DeepMath-103K distinguishes itself through its high concentration of challenging problems, 
rigorous decontamination against a wide range of benchmarks, and the inclusion of 
verifiable final answers and multiple diverse solutions for each problem. 

• The DeepMath series models achieve new SOTA results on many mathematical benchmarks 
and exhibit remarkable generalization to domains beyond mathematics.
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Thank You
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