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2. Data Gap

e Findings Existing methods adopt online back-translation
causing data gap between training and inference.

1. Summary

— Unsupervised neural machine translation (UNMT) suffers from the data gap between training
and inference. This data discrepancy results in the overestimation of UNMT on the previous e The model is trained with translated
benchmark, which is reflected in the performance gap between UNMT and supervised neural source (X™).
machine translation (SNMT) on the source-original test sets. . But it translates natural source (X) sen-

— We identify two representative characteristics of the data gap: style gap and content gap. tences in inference.

e Solution Types of training and inference data. * stands

— We propose an online self-training approach, which simultaneously uses the pseudo parallel for translated sentences

data {natural source, translated target} to mimic the inference scenario.

e Results

Source Target

Train X* %
— Our method achieves significant improvement on the source-original test sets. Inference Y P+

— Better natural-to-natural and named entities translation (more details in the paper).

3. The Overestimated UNMT
o Full set: SNMT~UNMT (previous works) 1 Style Gap
e Tot-Ori: SNMT<UNMT

e Src-Ori: SNMT>UNMT (what we need)

4. Two Factors of Data Gap

When training, the input is in translated style; while in inference, it’s in the natural style.

UNMT improves significantly when the input
style switches from natural to translated

UNMT has a lower perplexity on the trans-

En-Fr En-De En-Ro lated input than on natural input

Model Avg,
= & = e > &

Full Test Set
SNMT 384 33.6 29.5 33.9 33.7 32.5 33.6
UNMT 37.8 349 27.1 35.2 35.1 33.4 339

Natural In. Translated In.
BLEU A BLEU A

SNMT 28.8 .
UNMT 225 -6.3  42.1

Inference Input Perplexity

Model

Natural 242
Translated 219

Target-Original Test Set / Translated Input
SNMT 37.4 324 25.6 37.1 38.2 28.2 33.2
UNMT 39.2 37.6 27.0 42.9 43.1 35.6 37.6 2 Content Gap

Source-Original Test Set / Natural Input The content of input in training is biased towards the target language.

SNMT 38.2 34.1 32.3 288 294 359 33.1 inference is more biased towards the source language.
UNMT 35.2 30.2 26.1 23.6 27.4 30.8 28.9

While the input during

10 most frequent entities in the source sentencesof - | UNMT model outputs the hallucinated
translation. The training data of UNMT has more | translation “U.S.” which is biased to-
5 Our Appro ach entities biased towards the target language wards target language

We incorporate the self-training method into Data Most Frequent Name Entities Die deutschen Kohlekraftwerke ...
UNMT framework to remedy the data gap be- Input

, in Deutschland emittierten ...
tween the training and inference. Qre-Ori Tegt —cutschland, stadt, CDU, deutschen, Zeit

Given translation task X — Y, for each batch: SPD, USA, deutsche, China, Mittwoch Ref German coal plants , ..., total
* 2 Groflbritannien, London, Trump, USA, amount emitted in Germany.
. x* =argmax,, Py . x(z | y;0) ,

Tet-Ori Test Russland, Vereinigten Staaten, Europa

. construct sample (ZE K y) Mexiko, Amerikaner, Obama SNMT .. .
stations ..., emissions in Germany.

., German coal-fired power

b S
. reverse the sample and get (y, L ) Deutschland, dpa, USA, China, Obama, Stadt

| | NMT Trai U.S. coal-fired power plants ...
. train the model using (z*,y) and (y, x™) U Talll

i . . UNMT
Hause, Liuropa, Grofibritannien, Russland amount emitted in the U.S. ... .

“UNMT models are typically bi-directional.

6. Experiments

Natural-to-natural and named entities translation
Note: HQ(R) and HQ(all 4) are natural-to-natural

Our method achieves significant improvement on the source-original test sets

En-Fr En-De En-Ro test sets provided by Google (detailed in the paper).
Testset Model Approach N - N - N - Avg. A Model HOQ(R) HOQ(all 4)
Our Implementation XLM+UNMT 24.5 19.6
T M UNMT 374 345 272 343 346 327 335 - +Self-training  25.9
Full set +Self-training 37.8 35.1 28.1 348 36.2 339 343 +0.8 MASS+UNMT  24.3
T Aqg UNMT 37.8 349 271 352 351 334 339 - +Self-training  26.0
+Self-training 38.0 35.2 28.9 35.6 365 34.0 34.7 +0.8 Model Approach
XTM UNMT 3477 304 266 225 274 306 28.7 - UNMT
. . +Self-training 35.4T 30.2 28.0" 23.1T 29.6" 32.7T 29.8 +1.1 +Self-trainin
rc-Ori &
MASS UNMT 352 30.2 26.1 236 274 308 289 -

+Self-training 35.97 30.9T 28.7T 24.9" 30.1" 31.9T 304 +1.5
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