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Attack: CWRA methodBackground & Motivation
✔ Text watermaking has been developed to 

mitigate the misuse of LLMs.  
✔ It tags and identifies LLM-generated 

content. 
？ Can watermarks survive translation if LLM-

generated (watermarked) content is 
translated into other languages?

The powerful 
generative 
capabilities of 
language models 
pose risks, such as
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the spread of fake 
news and the misuse 
for cheating in 
academic writing, 
regardless of the 
language of the 
content.
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虚假新闻的传播和在学术
写作中的作弊⾏为，⽆论
内容是什么语⾔。Wa
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Evaluation: cross-lingual consistency
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• After translation, the strength of the 
watermarks drops to almost zero. 

‣ Watermarks cannot survive translation.
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Cross-lingual Watermark Removal Attack (CWRA)

• CWRA wraps the query to the LLM into 
another language (Zh in the figure).

TP
R

0.0

0.2

0.4

0.6

0.8

1.0

FPR

0.2 0.4 0.6 0.8 1.0

No attack Re-translation Paraphrase
CWRA (Ours) Random

‣ CWRA decreases the 
AUCs to a random-
guessing level without 
performance loss 
(details in the paper).

Defense: X-SIR
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(a) Factor 1 ✔ | Factor 2 ✔

(b) Factor 1 ✔ | Factor 2 ✘

(c) Factor 1 ✘ | Factor 2 ✔

✔ Factor 1: semantically equivalent tokens 
must be in the same partition 

✔ Factor 2: semantically equivalent prefixes 
must result in the same vocab partitions
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X-SIR
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‣ By implementing Factor 
1 & 2, X-SIR greatly 
improves watermark 
detection performance 
under CWRA.


