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LLMs have already benefited from learning from human feedback

https://arxiv.org/abs/2203.02155 2
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Can MT models learn from human feedback?
Modeling human preference in MT: Quality Estimation (QE)

https://aclanthology.org/2021.wmt-1.111/

‣ A sentence-level QE model can 
provide a numerical score to indicate 
the quality of the translation.


‣ Reference-free
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Can MT models learn from human feedback?
Modeling human preference in MT: Quality Estimation (QE)

https://www.statmt.org/wmt22/pdf/2022.wmt-1.2

‣ Today's most advanced QE models 
closely match human preferences.


‣ Can we function them as reward models 
in feedback training?
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Feedback Training in MT
Reward rAnked FineTuning (RAFT)

• MT model: 


• QE-based reward model: 


• Objective
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Results Not as Expected
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The two show a negative linear correlation
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As training progresses, reward goes up,  
but translation quality goes down.
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Why? Overoptimization!
QE (reward) model is not perfect

QE model may assign high scores to 
erroneous translations in some cases.


• The two most common errors


• Len-ratio error


• Off-target error
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Why? Overoptimization!
Models can quickly capture and learn from these error patterns

Overoptimizing against an imperfect 
reward model can lead to systems that 
receive good feedback from the reward  
model, but not humans.
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How to mitigate overoptimization?
Add penalty term in reward

‣ C(x, y) = True if (x, y) is a len-ratio or off-target error.


‣ We refer to this method as RAFT+.
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RAFT+ versus RAFT
RAFT+ significantly mitigates overoptimization
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Under the RAFT+ algorithm,  
the reward score and translation quality  

show positive linear correlation.
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After addressing overoptimization
Feedback training is very effective, especially in low-resource languages
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Human Preference Study

Humans prefer models trained with 
feedback.
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Data Efficiency of Feedback Training

Feedback training is data efficient.

• Continuous training with increasing 
amounts of parallel data fails to yield 
consistent improvements.


• RAFT+ performs markedly better using 
merely 10K monolingual data。
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Effects of Scaling Model Size and Pretraining

Feedback training performs better on 
strong base models.

• Feedback training exhibits a more 
pronounced enhancement with a larger 
base model size.


• Feedback training is effective only 
when the base model has undergone 
pretraining.
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Check our paper & code for more details

Paper Code
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