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Motivation & T

» Machine translation includes various sub-tasks (QE, APE), handled by separate models
» ChatGPT integrates different NLP tasks, enabling flexible switching among tasks
» How to explore various translation abilities upon open-source LLMs?

Translate the following sentences to English. For the following source sentence, please compare the provided two translations and

BLEEHE AT A& HAIEIEEI N F LA LR, M5 AR —FEARNZRAN . explain why.

Source: HLEESRS BT AR E 2 HY1E1BEIN F LAY SRR, M5 AR —FERNIIR
E

Translation-1: Dogs can respond to simple commands or questions with appropriate words,
thus establishing a form of communication with humans.

Translation-2: Certain parrots are capable of responding to simple commands or questions
with appropriate words, thereby establishing a basic mode of communication with humans.

"Some parrots can respond to simple commands or questions with appropriate words, thus £ d9 &P

establishing a basic form of communication with humans."

Refine the above translation and remove the double-quotes.

Translation-2 is more accurate than Translation-1. The source sentence mentions "certain 06 &

parrots" (75 £#8if8) and not dogs. Additionally, the sentence talks about parrots responding

Certainly, here's a more refined translation: . . L . .
with appropriate words, which is not something that dogs are known for doing. Therefore,

Certain parrots are capable of responding to simple commands or questions with Translation-2 is a better and more faithful representation of the source sentence than

appropriate words, thereby establishing a basic mode of communication with humans. Translation-1.

Automatic Post-Editing Quality Comparison
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» Leverage human-written translation
and feed baCk data & ™ Translate the following sentences to English.
B LRSS 7] A A& i Y1EE O] N ) BR RO Ap R 3 (0]
» Reformulate translation data into B, M5 AR —HEANRS.
instruction-following style
>A Hint fleld to incorporate extra & ™ Hint: preferred/no errors/entity alignment/...

requirements

Some parrots can respond to simple commands or ~~ (9"
questions with the appropriate words, establishing
a basic form of communication with humans.

Figure 1: Framework of PARROT. Hints are (optional)
extra requirements to regulate the translation process.

Parrots are smart birds that can respond to simple commands or questions. The question is whether they're
just mimicking, or really intelligent enough to communicate with humans. This is similar to what we currently
speculate about LLMs.



Instruction Pool & Ju

» Translation Instruction: asks LLMs to generate translations based on source sentences

Type Instruction

Below is an instruction that describes a task, paired with an input that provides further context. Write a response
that appropriately completes the request.\n\n

Translation ### Instruction: \nTranslate the following sentences from Chinese to English.\n\n
###Input: \n B EHFHE 7, THHEORB . AX. KR . RX . EVBFALBLERBEAR, A
AR T, RRAASEHERZATA, THREHRF EEKFR . nn
### Response: The inspection results showed that there was an adequate supply of daily necessities, including

grain, oil, meat, fruit, vegetable, milk, and eggs in the market and commodity prices basically remain stable, the
administration found no serious offensive and noncompliant conducts, and the market order remains stable on

the whole.




Instruction Pool & Ju

» Contrastive Instruction: asks LLMs to generate the translations of two different
systems with the preferred one at first

Type Instruction

Below is an instruction that describes a task, paired with an input that provides further context. Write a response
that appropriately completes the request.\n\n

Contrastive ##H# Instruction: \nTranslate the following sentences from Chinese to English.\n\n

### Input: \n B EHFNE T, THHBORE . AL KR REX . EBFLBELESHELARL B
e AARARE, RAASEHZFHATH, THEEKRFERTFE.

### Hint: We prefer to translate it to\n\n

### Response: <p>The inspection results showed that there was an adequate supply of daily necessities,
including grain, oil, meat, fruit, vegetable, milk, and eggs in the market and commodity prices basically remain
stable, the administration found no serious offensive and noncompliant conducts, and the market order remains
stable on the whole.</p> rather than <p>The results of the inspection indicate the sufficient supply of living
necessities on marketing including cereals and oils, meat, fruits, vegetables, eggs and milk, and the basically

stabilized commodity price. The inspection hasn’t found serious violation of laws and regulations. The market
order is stable on an overall basis.</p>




Instruction Pool & Ju

» Error-Guided Instruction: asks LLMs to generate the translations with human-
annotated errors as the hint

Type Instruction

Below is an instruction that describes a task, paired with an input that provides further context. Write a response
that appropriately completes the request.\n\n

Error-Guided  ### Instruction: \nTranslate the following sentences from Chinese to English.\n\n
###Input: \n B EHFRARE T, THHEORB . AX. KR . RE. EBFALBLETSHERLARL, B
M ERRE, RRASEHEZAITA, THEERF EEKFL . nn
### Hint: A translation with major accuracy/mistranslation errors could be\n\n

### Response: The results of the inspection indicate the sufficient supply of living necessities <v>on market-

ing</v> including cereals and oils, meat, fruits, vegetables, eggs and milk, and the basically stabilized commodity
price. The inspection hasn’t found serious violation of laws and regulations. The market order is stable on an

overall basis.

### Hint: A translation with minor fluency/grammar errors could be\n'\n

##Ht Response: The results of the <v>inspection</v> indicate the sufficient supply of living necessities on
marketing including cereals and oils, meat, fruits, vegetables, eggs and milk, and the basically stabilized
commodity price. The inspection hasn’t found serious violation of laws and regulations. The market order is

stable on an overall basis.




Experimental Settings Gy

» Training Data
o Alpaca Data: general tasks
o WMT Validation Data: human-written translation
o Multidimensional Quality Metrics: human-annotated errors
o Automatically Assessed Data: quality score by COMET metric

» Model Training
o Base LLMs: LLaMA-7b/13b, BLOOM-560m/7b1
o Model Variants: Alpaca, ParroT-T, ParroT, ParroT-LoRA
o Training Info: DeepSpeed ZeRO 3, 8 Nvidia A100 GPUs

» Evaluation
> Test Data: Flores test sets, WMT22 test sets
> Metrics: SacreBLEU, COMET



Experimental Results & [

» LLaMA: 1) Translation instruction improves translation performance significantly

System De=En En=-De Zh=En En=-Zh
BLEU COMET BLEU COMET BLEU COMET BLEU COMET
Flores Subsets
Google 45.0 88.7 41.1 88.6 31.6 87.7 43.5 88.4
DeepL 49.2 89.7 41.4 89.0 31.2 87.3 44.3 88.1
ChatGPT 43.7 89.1 38.8 88.1 24.7 85.8 38.2 86.9
GPT-4 46.0 89.3 45.7 89.2 28.5 87.4 42.5 88.4
Base Model: LLaMA-7b
Vanilla 3.4 60.1 2.4 49.0 1.8 53.7 0.1 47.6
Alpaca 36.6 86.8 23.3 80.5 15.1 81.2 9.8 58.6
Alpaca-LoRA 40.7 87.7 24.6 84.0 16.4 81.5 14.5 70.5
“ParroT-T 413 877 285 833 195 831 247 7199
ParroT 41.0 87.9 30.8 84.3 19.2 83.9 25.8 80.1
+ Infer w/ Prefer. 38.1 87.6 23.0 83.9 18.6 83.1 22.5 80.1
+ Infer w/ No Err. 42.2 88.7 32.1 84.9 21.5 83.7 274 81.8
“ParroT-LoRA 438 883 290 849 169 806 148 715

+ Infer w/ No Err. 42.0 88.0 29.8 85.4 17.4 81.3 19.8 76.7




Experimental Results & [

» LLaMA: 2) Error-guided instruction brings further improvement

System De=En En=-De Zh=En En=-Zh
BLEU COMET BLEU COMET BLEU COMET BLEU COMET
Flores Subsets
Google 45.0 88.7 41.1 88.6 31.6 87.7 43.5 88.4
DeepL 49.2 89.7 41.4 89.0 31.2 87.3 44.3 88.1
ChatGPT 43.7 89.1 38.8 88.1 24.7 85.8 38.2 86.9
GPT-4 46.0 89.3 45.7 89.2 28.5 87.4 42.5 88.4
Base Model: LLaMA-7b
Vanilla 3.4 60.1 2.4 49.0 1.8 53.7 0.1 47.6
Alpaca 36.6 86.8 23.3 80.5 15.1 81.2 9.8 58.6
Alpaca-LoRA 40.7 87.7 24.6 84.0 16.4 81.5 14.5 70.5
“ParroT-T 413 877 285 833 195 831 247 799
ParroT 41.0 87.9 30.8 84.3 19.2 83.9 25.8 80.1
+ Infer w/ Prefer. 38.1 87.6 23.0 83.9 18.6 83.1 22.5 80.1
+ Infer w/ No Err. 42.2 88.7 32.1 84.9 21.5 83.7 27.4 81.8
“ParroT-TLoRA 438 883 290 849 169 806 148 715

+ Infer w/ No Err. 42.0 88.0 29.8 85.4 17.4 81.3 19.8 76.7




Experimental Results & [

» LLaMA: 3) LoRA hinders the learning of other languages

System De=En En=-De Zh=En En=-Zh
BLEU COMET BLEU COMET BLEU COMET BLEU COMET
Flores Subsets
Google 45.0 88.7 41.1 88.6 31.6 87.7 43.5 88.4
DeepL 49.2 89.7 41.4 89.0 31.2 87.3 44.3 88.1
ChatGPT 43.7 89.1 38.8 88.1 24.7 85.8 38.2 86.9
GPT-4 46.0 89.3 45.7 89.2 28.5 87.4 42.5 88.4
Base Model: LLaMA-7b
Vanilla 3.4 60.1 2.4 49.0 1.8 53.7 0.1 47.6
Alpaca 36.6 86.8 23.3 80.5 15.1 81.2 9.8 58.6
Alpaca-LoRA 40.7 87.7 24.6 84.0 16.4 81.5 14.5 70.5
“ParroT-T 413 877 285 833 195 831 247 799
ParroT 41.0 87.9 30.8 84.3 19.2 83.9 25.8 80.1
+ Infer w/ Prefer. 38.1 87.6 23.0 83.9 18.6 83.1 22.5 80.1
+ Infer w/ No Err. 42.2 88.7 32.1 84.9 21.5 83.7 274 81.8
“ParroT-LoRA 438 883 290 849 169 806 148 715

+ Infer w/ No Err. 42.0 88.0 29.8 85.4 17.4 81.3 19.8 76.7




Experimental Results & [

» LLaMA: 4) Larger models show stronger potential

System De=En En=-De Zh=En En=-7h
BLEU COMET BLEU COMET BLEU COMET BLEU COMET
WMT?22 Test Sets
Google 33.3 84.8 38.4 87.1 28.6 80.9 49.9 87.4
DeepL 32.8 84.7 36.2 87.9 24.2 79.3 44.5 86.4
GPT-4 334 84.9 34.5 87.4 24.8 82.3 41.3 87.0
Base Model: LLaMA-7b
Vanilla 2.9 52.8 1.6 45.3 1.2 50.3 0.3 46.3
Alpaca 27.8 82.3 20.1 78.1 14.2 74.0 10.4 62.1
Alpaca-LoRA 28.9 83.2 22.1 81.3 16.1 75.6 16.3 70.6
“ParroT-'T 266 825 240 804 181 753 270 784
ParroT 27.3 82.4 24.6 81.2 18.9 75.2 28.1 79.3
+ Infer w/ No Err. 27.3 82.4 26.1 81.6 20.2 75.9 30.3 80.3
~ ParroT-LoRA 7~ 288 828 240 814 182 747 199 737
+ Infer w/ No Err. 29.8 83.0 24.8 81.6 19.2 75.0 20.7 74.5
Base Model: LLaMA-13b
Alpaca 29.7 83.1 21.4 79.4 16.2 75.9 17.6 70.8
“ParroT = % 276 832 270 828 199 758 309 811

+ Infer w/ No Err. 31.1 83.6 28.1 82.6 21.7 76.7 31.7 81.0




Experimental Results & [

»BLOOM: 1) Significant improvement; 2) Better than LLaMA on ZH-EN

Table 4: Translation performance of BLOOM models on WMT?22 test sets.

System De=En En=-De Zh=En En=7h
BLEU COMET BLEU COMET BLEU COMET BLEU COMET
Base Model: BLOOMZ-560m
_Alpaca 44 552 05 308 69 701 20 540
ParroT 16.4 68.9 13.3 57.7 16.0 74.8 254 79.0
+ Infer w/ No Err. 16.9 69.3 12.8 56.8 15.7 75.0 26.3 79.5
Base Model: BLOOMZ-7b1-mt
Alpaca 17.6 73.0 3.1 44.5 13.0 76.4 ~ _2_3._9 o _81.25 o
" ParroT 231 776 200 727 214 785 = 324 83.6

+ Infer w/ No Err. 24.9 78.0 20.5 73.6 22:7 79.0 34.5 83.5




Experimental Results & et

> Analysis on EGI: Controllable generation with error levels

e None: instruct_inf.txt
o Translate the following sentences from [SRC] to [TGT].

e No Errors: instruct_inf_e2t.txt
o Translate the following sentences from [SRC] to [TGT].###A translation with no errors could be
e Minor Errors: instruct_inf_e2t_minor.txt

o Translate the following sentences from [SRC] to [TGT].###A translation with minor errors could be

e Major Errors: instruct_inf_e2t_major.txt
o Translate the following sentences from [SRC] to [TGT].###A translation with major errors could be

Table 5: Effects of error levels as hints during inference.
Red : improvement; Green : degradation.

Hint En=De Zh=En
BLEU COMET BLEU COMET

None 30.8 84.3 19.2 83.9

No Err. 32.1 84.9 oS 83.7

Minor Err. 288 836 206 821
Major Err. 285 829 193 805
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> Analysis on EGI: Controllable generation with error levels

Table 6: Examples from Flores Zh=>En subset when translated with varied error levels. 'Red : translation errors.

COMET Example

SRC n/a Blhe, P RRTFXHAL5LNARE, KA RBLEFHL S HABRFTRORT, X
& AP A & T RAFH R

REF n/a For example visiting castles in the Loire Valley, the Rhine valley or taking a cruise to interesting cites
on the Danube or boating along the Erie Canal.

None 81.2 For example, visiting the castles in the Rhine Valley and the Lahn Valley , or taking a cruise along
the Rhine River to explore the cities | along the river , or taking a boat trip along the Illi River .

No Err. 81.4 For example, visiting the castles in the Rhine Valley and the Ruhr Valley , or taking a cruise to visit
the cities along the Rhine River , or taking a boat ride along the Illi River .

Minor Err. 78.1 For example, visiting the castles in the Rhine Valley and the Ruhr Valley , or taking a cruise to visit
the cities along the Rhine River , or taking a boat to | play in the cities | along the Elbe River .

Major Err. 65.3 For example, visiting the |fortress | in the valley of the River Volga and the River Levan , or taking

a cruise to visit the cities along the River Volga , or taking a boat to

River Volga .

play in the cities

along the




GitHub Project: https://github.com/wxjiao/ParroT
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<> Code

0 wxjiao |/ ParroT

@ Issues 3 19 Pull requests

& ParroT  pubic

¥ master ~ ¥ 1branch © 3tags

&> wxiiao Update README.md

B data

docs

scripts

test

train
transformers

README.md

EErEE SN SN BN SN |

requirements.txt

Q  Type (/] to search

(® Actions [ Projects () Security 103 |~ Insights 3 Settings
s Unpin @® Unwatch 2 ~
Go to file Add file ~ <> Code ~

706fead on Oct12 ) 177 commits

added alpaca-gpt4 data

backup README

scripts for data conversion

updated test sets

print info for loading lora weights in inference_lora.py
fixed data streaming for local large datasets

Update README.md

added flash-attention for BLOOM
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6 months ago
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6 months ago
3 months ago
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last month

4 months ago
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About e

The ParroT framework to enhance and
regulate the Translation Abilities during
Chat based on open-sourced LLMs
(e.g., LLaMA-7b, Bloomz-7b1-mt) and
human written translation and evaluation
data.

machine-translation llama lora

contrastive agpt-4 chatgpt

human-feedback instruction-tuning

bloomz error-guided

0 Readme
AN~ Activity
Y% 148 stars
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