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Motivation

ØMachine translation includes various sub-tasks (QE, APE), handled by separate models

ØChatGPT integrates different NLP tasks, enabling flexible switching among tasks

ØHow to explore various translation abilities upon open-source LLMs?

Automatic Post-Editing Quality Comparison



ParroT Framework

ØLeverage human-written translation
and feedback data

ØReformulate translation data into
instruction-following style

ØA Hint field to incorporate extra
requirements



Instruction Pool

ØTranslation Instruction: asks LLMs to generate translations based on source sentences



Instruction Pool

ØContrastive Instruction: asks LLMs to generate the translations of two different 
systems with the preferred one at first



Instruction Pool

ØError-Guided Instruction: asks LLMs to generate the translations with human-
annotated errors as the hint



Experimental Settings

ØTraining Data
o Alpaca Data: general tasks
o WMT Validation Data: human-written translation
o Multidimensional Quality Metrics: human-annotated errors
o Automatically Assessed Data: quality score by COMET metric

ØModel Training
o Base LLMs: LLaMA-7b/13b, BLOOM-560m/7b1
o Model Variants: Alpaca, ParroT-T, ParroT, ParroT-LoRA
o Training Info: DeepSpeed ZeRO 3, 8 Nvidia A100 GPUs

ØEvaluation
Ø Test Data: Flores test sets, WMT22 test sets
Ø Metrics: SacreBLEU, COMET



Experimental Results

ØLLaMA: 1) Translation instruction improves translation performance significantly



Experimental Results

ØLLaMA: 2) Error-guided instruction brings further improvement



Experimental Results

ØLLaMA: 3) LoRA hinders the learning of other languages



Experimental Results

ØLLaMA: 4) Larger models show stronger potential



Experimental Results

ØBLOOM: 1) Significant improvement; 2) Better than LLaMA on ZH-EN



Experimental Results

ØAnalysis on EGI: Controllable generation with error levels



Experimental Results

ØAnalysis on EGI: Controllable generation with error levels



GitHub Project: https://github.com/wxjiao/ParroT

https://github.com/wxjiao/ParroT
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