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Motivation

Large language models (LLMs) have exhibited impressive content generation capabilities.

Mitigating the misuse of LLM is important.

Tagging and identifying LLM-generated content would help.
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Text Watermark

Text watermarking embeds a “message” into the LLM-generated content.

invisible to human
can be detected algorithmically

In the simplest form, the “message” can be a single bit indicating the presence of the
watermark.
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KGW-based Method - Notations

Language model: M

Vocab: V
A sequence of tokens: x1:n = (x1, x2, . . . , xn)

Conditional probability of the next token: PM(xn+1|x1:n)

Logits of the next token: zn+1 = M(x1:n) ∈ R|V|

Therefore, we have PM(xn+1|x1:n) = softmax(zn+1).
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KGW-based Method - Core idea

Vocab partition based on preceding text.

Vocab partition: in each step, randomly split the vocab V into two disjoint subsets, the
green list Vg and the red list Vr .

Preceding-text-based: the randomness is seeded by the hash of the preceding text.

Increase probs for green tokens (tokens in Vg ).
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KGW-based Method - Watermark Ironing

In each step of decoding:

(1) compute a hash of x1:n: hn+1 = H(x1:n) · · · H(·) can only use the last k tokens xn−k+1:n.

(2) seed a random number generator with hn+1 and randomly partitions V into two disjoint
lists: the green list Vg and the red list Vr ,

(3) adjust the logits zn+1 by adding a constant bias δ (δ > 0) for tokens in the green list:

∀i ∈ {1, 2, . . . , |V|},

z̃n+1
i = zn+1

i +∆i (x1:n) =

{
zn+1
i + δ, if vi ∈ Vg ,

zn+1
i , if vi ∈ Vr ,

(∆ ∈ R|V|).

(1)
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KGW-based Method - Watermark Detection

As a result, watermarked text will
statistically contain more green
tokens, an attribute unlikely to occur
in human-written text.

Watermark strength:

s =
(|x |g − γ|V|)√
|V|γ(1− γ)

, (2)

where |x |g is the number of green

tokens in x and γ =
|Vg |
|V| .
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KGW-based Method - Performance (ROC Curves | AUC: 0.998)
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Can Watermarks Survive Translation?

Watermark robustness: the ability to
detect watermarked text even after it
has been modified.

Existing works focus mainly on
English. However, our world is
multilingual.

What if we translate watermarked
text into other language? Can
watermarks survive translation?
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Evaluation: cross-lingual consistency of text watermark

Current text watermarking methods lack cross-lingual consistency.
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Attack: the gaps between real scenarios

Language switching: An attacker who wants to remove the watermark typically do not
want to change the language of the response.

Text quality: Translation might effect text quality, but we have not conducted evaluation
because we change the language of response in the previous section.
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Cross-lingual Watermark Removal Attack (CWRA)

Can Watermarks Survive Translation? On the Cross-lingual 
Consistency of Text Watermark for Large Language Models 
Zhiwei He#, Binglin Zhou#, Hongkun Hao, Aiwei Liu, 
Xing Wang*, Zhaopeng Tu, Zhuosheng Zhang, Rui Wang*

Github☝

Attack: CWRA methodBackground & Motivation
✔ Text watermaking has been developed to 

mitigate the misuse of LLMs.  
✔ It tags and identifies LLM-generated 

content. 
？ Can watermarks survive translation if LLM-

generated (watermarked) content is 
translated into other languages?

The powerful 
generative 
capabilities of 
language models 
pose risks, such as

Prompt
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• After translation, the strength of the 
watermarks drops to almost zero. 

‣ Watermarks cannot survive translation.
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LLM with watermark

Translation System (En↔Zh)
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Cross-lingual Watermark Removal Attack (CWRA)

• CWRA wraps the query to the LLM into 
another language (Zh in the figure).
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‣ CWRA decreases the 
AUCs to a random-
guessing level without 
performance loss 
(details in the paper).
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Legend

(a) Factor 1 ✔ | Factor 2 ✔

(b) Factor 1 ✔ | Factor 2 ✘

(c) Factor 1 ✘ | Factor 2 ✔

✔ Factor 1: semantically equivalent tokens 
must be in the same partition 

✔ Factor 2: semantically equivalent prefixes 
must result in the same vocab partitions
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‣ By implementing Factor 
1 & 2, X-SIR greatly 
improves watermark 
detection performance 
under CWRA.

CWRA wraps the query to the LLM into
another language (Zh in the figure).

The watermarks is diluted during the
second translation step.
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Performance: watermark detection

1 2
1We fixed the paraphraser and translator used in all methods as gpt-3.5-turbo-0613.
2The base model is Baichuan, supporting English and Chinese.
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Performance: text quality

These attack methods not only preserve text quality, but also bring slight improvements
in most cases. This might be attributed to good translators and paraphraser.
CWRA has the best overall results. We speculate that Baichuan performs even better in
the pivot language (Chinese) than in the original language (English).
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Defence: how to improve cross-lingual consistency?

KGW-based watermarking methods fundamentally depend on the partition of the vocab,
i.e., the red and green lists.

Cross-lingual consistency

the green tokens in the watermarked text will still be recognized as green tokens after being
translated into other languages
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A simplest case study - 1

✓Factor 1: semantically similar tokens
should be in the same list (either red or
green)

✓Factor 2: the vocab partitions for
semantically similar prefixes should be
the same.
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A simplest case study - 2

✗Factor 1: semantically similar tokens
should be in the same list (either red or
green)

✓Factor 2: the vocab partitions for
semantically similar prefixes should be
the same.
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A simplest case study - 3

✓Factor 1: semantically similar tokens
should be in the same list (either red or
green)

✗Factor 2: the vocab partitions for
semantically similar prefixes should be
the same.

Factor 1 & 2 must be satisfied simultaneously.
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Defense Method

SIR (Liu et al.) has already optimized for Factor 2 since its objective is:

L = |Sim(E (x),E (y))− Sim(∆(x),∆(y))|. (3)

Based on SIR, we discuss how to achieve Factor 1 and name our method X-SIR.
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Defense Method (X-SIR): adapting ∆ function

We define semantic clustering as a partition C of the vocabulary V:

C = {C1, C2, . . . , C|C|}, (4)

where each cluster Ci consists of semantically equivalent tokens.

We adapt the ∆ function so that it yields biases to each cluster in C, i.e., ∆ ∈ R|C|

(∆ ∈ R|V|).

Thus, the process of adjusting the logits should be:

∀i ∈ {1, 2, . . . , |V|},
z̃n+1
i = zn+1

i +∆C(i),
(5)

where C (i) indicates the index of vi ’s cluster within C.
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Defense Method (X-SIR): semantic clustering of vocab

Algorithm 1 Constructing semantic clusters

Require: A vocabulary V, a bilingual dictionary D
Ensure: Semantic clusters C
1: Initialize an empty graph G with nodes for each token in V
2: for each entry (vi , vj) in the bilingual dictionary D do
3: if both vi and vj are in V then
4: Add an edge (vi , vj) to G
5: end if
6: end for
7: Initialize C to be an empty set
8: for each connected component C in G do
9: Add C to C
10: end for
11: return C

Line 2-3: We only consider
tokens shared by V and D,
which results in limitations
(discuss later).
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Defense Method (X-SIR): semantic clustering of vocab

We also consider the meta symbol (U+2581) for sentencepiece.
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Performance: watermark detection

AUC: +0.20

TPR: +0.40
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Performance: text quality
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Limitations

Semantic clustering only considers tokens shared by the vocab V of model and external
dictionary D, which results in the following limitations.

Language coverage: only support language supported by the model. In a real scenario,
the attacker can choose the original language and the pivot language at will.

Vocab coverage: since external dictionary D only contains whole words, words units can
not be clustered. Llama tokenizer tends to split a Chinese char into multiple bytes.
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A closed-loop study:

Evaluation: We reveal the deficiency of current text watermarking technologies in
maintaining cross-lingual consistency.

Attack: Based on this finding, we propose CWRA that successfully bypasses watermarks
without degrading the text quality.

Defense: We identify two key factors for improving cross-lingual consistency and propose
X-SIR as a defense method against CWRA.
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https://arxiv.org/abs/2402.14007 https://github.com/zwhe99/X-SIR
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