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The Neural Machine Translation Training Process
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Two Main Limitations of Current NMT Models
Limitation 1: Lacking Human Translation Strategies

How to translate the keywords?
What's the sentence's topic?
Any similar examples?

Human

Machine

Hallucination 
issue in LLM

⼤型语⾔模型 
的幻觉问题

法律硕⼠ 
的幻觉问题

⼤型语⾔模型 means “large 
language models (LLM)”.

法律硕⼠ means 

“Master of Laws (Legum 

Magister, LLM)”.

Source text

Translation

Translation

‣ NMT models are trained to 
perform source-to-target 
mapping.


‣ A human translator can take 
preparatory steps to ensure 
high-quality translation.
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Large language model (LLM) can adopt many human-like strategies 
in reasoning and planning tasks

Let’s think step by step, …
Chain-of-Thought

Let me do a reflection and think about how to 
improve my strategy, …

Reflexion

Let’s take a step back and generate a more 
generic question, …

Step-Back prompting

https://arxiv.org/abs/2201.11903

https://arxiv.org/abs/2303.11366

https://arxiv.org/abs/2310.06117 4
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Exploring Human-Like Translation Strategy with LLM
Preparatory steps that a human translator might take

How to translate the keywords?
What's the sentence's topic?
Any similar examples?

Human

⼤型语⾔模型 
的幻觉问题

⼤型语⾔模型 means “large 
language models (LLM)”.

Hallucination 
issue in LLM

Source text
Translation

✓ Identify keywords and consider 
how to translate them


✓ Reflect on what the main topic 
of this text is


✓ Consider how similar sentences 
(demonstrations) are translated.


✓……
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Exploring Human-Like Translation Strategy with LLM
MAPS: Multi-Aspect Prompting and Selection
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Implementation of Knowledge Selection (Reranking Method)

• LLM-SCQ: Composing a single choice question (SCQ) that asks the LLM to 
choose the best candidate on its own.


• COMET-QE: A trained QE scorer that assigns a numerical score to each 
candidate. Selection is based on the highest score.


• COMET (oracle): A reference-based scorer that assigns a numerical score to 
each candidate. It can be considered as the oracle QE method, representing 
the upper bound of selection.
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Main Results
• The effectiveness of MAPS has been 

validated across a wide range of 
settings.


✓Across 11 language pairs, 3 LLMs, 
and 2 metrics, MAPS consistently 
boost translation.


✓Equipped with MAPS, text-
davinci-003 surpasses the best 
submissions in WMT22 in 5 out of the 
11 translation directions.
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Main Results
• Using the same knowledge selection 

method, MAPS outperforms Rerank 
consistently.


• This indicates that the improvements 
brought by MAPS stem from three types 
of translation-related knowledge: 


✓keywords


✓topics


✓relevant demonstrations.
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Main Results

• MAPS exhibits a higher upper bound for 
selection.


• COMET: MAPS > Rerank
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Human Evaluation
Preference study
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MAPS is generally more preferred by 
humans.
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Human Evaluation
Multidimensional quality metrics (MQM)

Acc/Omission

Acc/Untranslated text

Style/Awkward

Acc/Mistranslation

MQM Penalty Score (↓)
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MAPS reduces mistranslation, awkward 
style, untranslated text, and omission errors.
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Hallucination and Ambiguity
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Accuracy of ambiguity resolution

MAPS reduces LLM’s hallucinations


MAPS helps ambiguity resolution
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Using  single type of knowledge does not result in consistent improvement

Self-generated knowledge from LLM can be noisy.


Using multiple knowledge and knowledge selection are important.


Please refer to the paper for further discussion.

https://arxiv.org/pdf/2305.04118.pdf 14



Two Main Limitations of Current NMT Models
Limitation 2: Lacking Human Feedback

Machine

Hallucination 
issue in LLM

⼤型语⾔模型 
的幻觉问题

法律硕⼠ 
的幻觉问题

⼤型语⾔模型 means “large 
language models (LLM)”.

法律硕⼠ means 

“Master of Laws (Legum 

Magister, LLM)”.

Source text

Translation

Translation
Human

“⼤型语⾔模型” 
is a better translation.

Feedback

Learning

‣ Trained on vast amounts of 
crawled data, models do 
not understanding what 
makes a good translation.


‣ Incapable of improving 
translations based on 
human feedback.
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LLMs have already benefited from learning from human feedback

https://arxiv.org/abs/2203.02155 16



Can MT models learn from human feedback?
Modeling human preference in MT: Quality Estimation (QE)

https://aclanthology.org/2021.wmt-1.111/

‣ A sentence-level QE model can 
provide a numerical score to indicate 
the quality of the translation.


‣ Reference-free
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Can MT models learn from human feedback?
Modeling human preference in MT: Quality Estimation (QE)

https://www.statmt.org/wmt22/pdf/2022.wmt-1.2

‣ Today's most advanced QE models 
closely match human preferences.


‣ Can we function them as reward models 
in feedback training?
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Feedback Training in MT
Reward rAnked FineTuning (RAFT)

• MT model: 


• QE-based reward model: 


• Objective
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Results Not as Expected
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As training progresses, reward goes up,  
but translation quality goes down.
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Why? Overoptimization!
QE (reward) model is not perfect

QE model may assign high scores to 
erroneous translations in some cases.


• The two most common errors


• Len-ratio error


• Off-target error
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Why? Overoptimization!
Models can quickly capture and learn from these error patterns

Overoptimizing against an imperfect 
reward model can lead to systems that 
receive good feedback from the reward  
model, but not humans.
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How to mitigate overoptimization?
Add penalty term in reward

‣ C(x, y) = True if (x, y) is a len-ratio or off-target error.


‣ We refer to this method as RAFT+.

23



RAFT+ versus RAFT
RAFT+ significantly mitigates overoptimization
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Under the RAFT+ algorithm,  
the reward score and translation quality  

show positive linear correlation.
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After addressing overoptimization
Feedback training is very effective, especially in low-resource languages
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Human Preference Study

Humans prefer models trained with 
feedback.
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Data Efficiency of Feedback Training

Feedback training is data efficient.

• Continuous training with increasing 
amounts of parallel data fails to yield 
consistent improvements.


• RAFT+ performs markedly better using 
merely 10K monolingual data。
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Effects of Scaling Model Size and Pretraining

Feedback training performs better on 
strong base models.

• Feedback training exhibits a more 
pronounced enhancement with a larger 
base model size.


• Feedback training is effective only 
when the base model has undergone 
pretraining.
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Summary

LLM can improve translation quality by mimicking human translation 
strategies.


MT model can learn from human feedback (modeled by QE) after addressing 
overoptimization.
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